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Our First Game

Frozen Lake Game
The guy needs to get to the treasure

‚ It could walk over frozen cells
‚ If it runs to a shallow cell it fells into water

If he decides for a direction, it could
‚ move to direction with probability 1 ´ p

‚ slip with probability p to another direction
It wants to learn the best way, i.e.,

with minimal chance of failing
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Our First Game Problem Components

Playing in RL Framework
For this problem, we should first define the main three components

‚ State
‚ Action
‚ Reward

State ” Location of the guy on the game board

S “ t0, 1, . . . , 15u
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Our First Game Problem Components

Playing in RL Framework
Action ” Possible moves on the board

We can represent them with some integer

A “ t0 ” left, 1 ” down, 2 ” right, 3 ” upu
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Our First Game Problem Components

Playing in RL Framework
Reward ” Possible outcomes of the game

We have three possible cases

R P t0 ” ongoing, 1 ” winning,´1 ” losingu
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Our First Game Problem Components

Playing in RL Framework
+ Can we describe the environment in this problem?
– Sure!

Rewarding Function
Reward of each state-action pair is a random variable

R ps, aq “

#

intended reward 1 ´ p

reward of slipping direction p

Transition Function
Transition of each state-action pair is also a random variable

P ps, aq “

#

intended state 1 ´ p

state of slipping direction p
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Our First Game Problem Components

Playing in RL Framework

For example, in the above image we could say

P p4, 2q “

#

5 1 ´ p

0 or 8 p
and R p4, 2q “

#

´1 1 ´ p

0 p
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Our First Game Problem Components

Terminal State
+ But, how can we specify the end of the game?
– We need to define a terminal state

We can think of the end as a state which does not change anymore

P p5, aq “ 5

for all actions a P A
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Our First Game Problem Components

Terminal State
+ What will be the reward then?
– We keep getting zero reward

We can think of the end as a state which does not change anymore

R p5, aq “ 0

for all actions a P A
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Our First Game Problem Components

Terminal State
Terminal State
State s is called terminal if for any action a P A, we have

P ps, aq “ s and R ps, aq “ 0

A basic property of terminal state is that it has zero value: say s is terminal
vπ psq “ Eπ tGt|St “ su “ Eπ

␣

Rt`1 ` γRt`2 ` γ2Rt`3 ` . . . |St “ s
(

“ Eπ

␣

0 ` γ0 ` γ20 ` . . . |St “ s
(

“ 0

Episode
The trajectory from starting state to a terminal state is often called an episode
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Our First Game Policy and Value

Playing in RL Framework: Policy
Policy in this problem describes the planned path towards the goal

For instance in the above policy we have

π pa|1q “

#

1 a “ 2

0 a ‰ 2
and π pa|9q “

$

’

&

’

%

0.5 a “ 2

0.5 a “ 1

0 a “ 0, 3
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Our First Game Policy and Value

Playing in RL Framework: Value
Value describes the chance of getting to the goal if we play the given policy

For instance, if slipping probability is p “ 0 the above policy leads to

vπ psq “

#

1 s is not terminal

0 s is terminal
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Our First Game Policy and Value

Playing in RL Framework: Optimal Policy
Policy that maximizes the chance of getting to the goal

For instance, if slipping probability is p “ 0 the above policy is optimal
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Our First Game Introducing Gymnasium

Gymnasium

Gymnasium is an API with some pre-implemented environments
‚ We can call environments and access the state and reward
‚ We can interact through actions
‚ This can is a powerful toolkit to test our RL algorithms

ë At some point, we may prefer implementing our own environment
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Our First Game Introducing Gymnasium

Gymnasium: Trying Frozen Lake Game
We can call the frozen lake environment easily in Gymnasium

We will play around with it in Assignment 1
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