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Attention

Translating Long Texts
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With standard RNN encoder and decoder: model works up to some length
‚ The decoder could get lost at some point

ë It could miss the case of the word or its order
ë Imagine it wants to translate:

“Ich habe den Apfel genommen, über den wir beim letzten Mal gesprochen
haben” ù “I took the apple, about what we talked about last time”
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Attention

Information Bottleneck
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The source of this problem is that
decoder gets all its information through a single bottleneck

This problem is known as information bottleneck problem
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Attention Core Idea of Attention

Attention: Finding Relevant Input
Let’s look back at our translator: “I” is given in translation because of “mir”
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Attention Core Idea of Attention

Attention: Finding Relevant Input
What if we could tell the decoder:

use hidden state of time t “ 4 to generate its output word at time t “ 1

We could intuitively say that in this case

yr1s “ f psr0s, <START>,mirq

which is more likely to be “I” as compared to the case in which

yr1s “ f psr0s, <START>q

Attention mechanism formulates mathematically this intuitive idea
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Attention Finding Similarity via Key and Query

Attention: Generating Keys
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With attention, we generate a key for each time step at encoding
‚ Keys are learned by an arbitrary layer that is fixed over time, e.g.,

krts “ σ pWkhrtsq

‚ We can even use multiple layer
ë Not really needed in most applications
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Attention Finding Similarity via Key and Query

Attention: Generating Queries

sr0s “ hrT s

qr1sqr2s
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We next generate a query for each time step at decoding
‚ Queries are again learned by an arbitrary layer, e.g.,

qrts “ σ pWqsrtsq

‚ It’s in general a new learnable layer different from the key generator
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Attention Finding Similarity via Key and Query

Attention: Score at Time ℓ
At decoder, we find score of query at time ℓ by comparing it to all keys

ξtrℓs “ kTrtsqrℓs ù ξrℓs “ rξ1rℓs, . . . , ξT rℓss
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Attention Finding Similarity via Key and Query

Attention: Attention Weight at Time ℓ
We can pass the scores through softmax to find

chance of vrℓs being related to input entry xrts ” αtrℓs

Softmax gives us

αrℓs “ Softmax pξrℓsq “ rα1rℓs, . . . , αT rℓss

qrℓs

srℓ ´ 1s srℓs

ξrℓs Softmax αrℓs
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Attention Finding Similarity via Key and Query

Attention: Attention Feature
We now use these weights to make a vector of attention features
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Attention Finding Similarity via Key and Query

Attention: Computing Output
We now use attention features to build the output sequence
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Attention Finding Similarity via Key and Query

Attention: Computing Output
We use attention features to build the output sequence

‚ This can be any layer, as in standard RNN, e.g.,

yrℓs “ Softmax pWoutsrℓs ` Wattarℓsq

‚ We could also use arts as a new state
ë We could combine it with the current state
ë We can pass it to higher layer

It turns out that attention can hugely help in practice!
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Attention End to End Architecture

Attention: End to End Architecture
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Attention End to End Architecture

Attention: End to End Architecture
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Attention Training

Attention: Training
Let’s look at training: assume we want to train it over a single pair of sequences

‚ We have a sequence of inputs xrts

ë For instance a German sentence
‚ We have a sequence of labels vrℓs

ë For instance the English translation
ë We can compare each output yrℓs with its label

We start with forward pass
‚ Pass forward through the encoder

ë Also generate the keys
‚ Pass the encoder’s state and its keys to the decoder
‚ Pass forward through the decoder

ë Generate queries and compare them to the keys
ë Compute attention and the outputs

‚ Compute loss by aggregating L pyrℓs,vrℓsq
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Attention Training

Attention: Training
Now we should pass backward

‚ Pass backward through the output layer
ë Compute∇arℓsR̂rℓs and∇srℓsR̂rℓs

‚ Pass backward through the attention layer
ë Compute∇αrℓsR̂rℓs,∇ξrℓsR̂rℓs,∇krℓsR̂rℓs and∇qrℓsR̂rℓs

‚ Pass backward through time at the decoder

∇srℓ´1sR̂rℓs “ ∇srℓsR̂rℓs ˝ ∇srℓ´1ssrℓs ` ∇qrℓsR̂rℓs ˝ ∇srℓ´1sqrℓs

‚ Pass backward through time at the encoder

∇hrt´1sR̂rℓs “ ∇hrtsR̂rℓs ˝ ∇hrt´1shrts ` ∇krtsR̂rℓs ˝ ∇hrt´1sqrts

` ∇arℓsR̂rℓs ˝ ∇hrt´1sarℓs

‚ Aggregate over ℓ, update all weights and go for the next round
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Attention Attention Layer

Attention as a Layer
We can look at the whole attention mechanism as a layer

xr1s xr2s xrT s

arℓs

attention

srℓ ´ 1s srℓs

This comes in handy once we want to look at self-attention
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